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**Abstract**—The development of the next-generation sequencing technology has enabled systems immunology researchers to conduct detailed immune repertoire analysis at the molecular level that allows researchers to understand the healthiness of a patient’s immune system. Recent studies have shown that the single-linkage clustering algorithm can give the best results for B cell clonality analysis—a critical type of immune repertoire sequencing (IR-Seq) analysis. Large sequence datasets (e.g., millions of sequences) are being collected to comprehensively understand how a specific person’s immune system evolves over different stages of disease development. However, the classical single-linkage clustering algorithm does not scale well to such large sequence datasets. Surprisingly, no study has been done to address this scalability issue for immunology research and development. We study three different strategies to scale up the single-linkage algorithm for sequence data. They include (1) the approximate single-linkage algorithm enhanced with the non-Euclidean indexing methods, (2) the Spark-based single-linkage algorithm (SparkMST) that was originally designed for vector data and now modified for sequence data, and (3) a new tree-based sequence summarization approach—SCT—that aims to reduce the data for single-linkage clustering with well-preserved clustering quality.

We have implemented these approaches and experimented with real sequence datasets for B cell clonality analysis. (1) The index-enhanced hierarchical clustering algorithm (e.g., VPT-HC using the Vantage-Point tree for indexing) preserves the clustering quality very well while significantly reducing the time complexity. (2) The SCT approach serving as a preprocessing step can effectively reduce data size for clustering. The overall clustering, SCT followed by VPT-HC, is the fastest among the evaluated single-machine algorithms. However, this approach also slightly affects the clustering quality. (3) The SparkMST parallel algorithm scales out nicely and also gives exact single-linkage clustering results. However, SparkMST is tied to the single-linkage algorithm and cannot be extended to general hierarchical clustering algorithms. Although this study focused on the specific application area: the B cell clonality analysis, we believe other sequence data analysis problems may find the developed scalable techniques useful.
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I. INTRODUCTION

The human immune system works amazingly well in defending the body against attacks by “foreign” invaders. One of the essential mechanisms is adaptive immunity that can respond to many types of infections automatically. The core of this mechanism is that the B cells, a subtype of white blood cells, can adaptively generate various antibodies that fight different antigens, e.g., bacteria or viruses. Without infection, the B cells already carry genes for producing about $\sim 10^7$ unique immunoglobulin (Ig) molecules that determine the types of antibodies. Upon activation (e.g., infection), these naive B cells will further diversify through a process called somatic hypermutation to handle new kinds of antigens. It has been observed that in healthy human adults, about 7% of B cells are mutated [1], which means each activation may generate about $10^6$ new types of Ig molecules. The mutation rate and the B cell clonality distribution may vary due to aging [2] and disease [3], [4]. Profiling a person’s B cell clones can help us understand the healthiness level of their immune system.

Profiling B cell clones at the molecule level was an impossible mission until the next-generation sequencing technique [5], [6] was available, which is often referred to as the Adaptive Immune Receptor Repertoire sequencing (AIRR-seq) approach. The next-gen technique can profile such a large scale of mutations at a low cost. For example, Illumina MiSeq costs only about $500 for sequencing 1 Giga base pairs $^{1}$ A typical sequence for studying B cell mutation has about 100-300 base pairs, and one experiment may generate millions of sequences. Thus, AIRR-seq has become a popular tool for molecule-level immune systems research, including B cell clonality
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1 Giga base pairs (Gb) = $10^9$ base pairs; one base pair of DNA/RNA is represented by one of the four characters “ACGT”.
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analysis. In the VDJ recombination process (Figure 1), B cells randomly assemble different gene segments – known as variable (V), diversity (D), and joining (J) gene segments, to generate unique antibodies. The AIRR-seq method profiles this VDJ segment to understand the diversity and similarity between mutations. Researchers have been studying the clus-

ering structures of VDJ segments in a person’s B cells to identify the B cell clones, e.g., with the sequences extracted from the person’s blood samples. In particular, the hierarchical clustering structure gives good clues about the B cell evolving patterns – how one VDJ mutates into another. Gupta et al. [7] have shown that the single-linkage hierarchical clustering algorithm gives the best results among other algorithms for B cell clonality analysis. Recently, we have also applied this clustering analysis method to understand the patterns of B cell clonality analysis for malaria patients [2]. The critical challenge of this clustering analysis is the number of profiled sequences can be very large, from hundreds of thousands to millions. However, the optimal single-linkage clustering methods still take $O(N^2)$ time complexity for $N$ sequences and other types of hierarchical clustering are even more expensive, $O(N^2 \log N)$ – in practice, it may take several days to get the clustering results for merely hundreds of thousands of sequences, which is inconvenient for domain experts. With the increased scale of studies in the foreseeable future that will generate much more sequences, any significant development of faster and scalable hierarchical clustering algorithms will benefit the whole systems immunology research community. It will also help other biomedical research domains that heavily depend on clustering analysis of large-scale sequence data.

We have developed an AIRR-Seq analysis pipeline (Section III), of which clustering analysis is an essential component. The framework takes sequencing results, cleans the data, assembles sequences, clusters them, and extracts the mutation information. The sizes of datasets for clustering analysis are around hundreds of thousands for current research problems [2] that involves only four time-points per patient. We expect larger datasets with more time points per patient to be generated, which may reach about a million sequences per person. To understand the costs of handling that scale of datasets, we have experimented with several strategies to speed up and improve the scalability of the single-linkage clustering methods for sequence datasets. This empirical study will adapt the existing approaches proven successful in other domains to the problem of clustering sequence data in AIRR-seq analysis. Specifically, we have developed the following strategies.

First, we will experiment with non-Euclidean indexing methods to reduce the complexity of key components in bottom-up agglomerative algorithms. Most existing agglomerative algorithms require the pairwise distance matrix as the input, which is not scalable. It is possible to avoid computing the entire distance matrix computation with an indexing structure for sequences, which can reduce the time complexity of the initialization stage from $O(N^2)$ to $O(N \log N)$ and space complexity from $O(N^2)$ to $O(N)$. Many such indexing methods are only designed for the Euclidean space [8], often on low dimensional (2 or 3 dimensions) datasets for fast nearest neighbor search due to the curse of dimensionality [9]. It’s unknown how effective the non-Euclidean indexing methods are for sequences, which use the similarity measures, such as edit distance, Hamming distance, and alignment-based distance [10], [11]. Our first strategy will investigate non-Euclidean indexing methods to speed up certain stages of hierarchical clustering and thus reduce the overall complexity.

Second, parallel processing can be effective for specific algorithm settings. There have been several efforts to develop the parallel or distributed version of the single-linkage clustering algorithm. Olson [12] shows that using the parallel random access memory (PRAM) architecture, the overall complexity can be reduced to $O(N)$ with $N$ processors for $N$ sequences. Most recently, Jin et al. [13] have implemented the minimum-spanning-tree (MST) algorithm with Apache Spark. Since single-linkage clustering is equivalent to the MST problem, the SparkMST works equivalently as a parallel single-linkage algorithm. As Gupta et al. [7] has shown that single-linkage clustering is the best for B cell clonality analysis, we consider that the SparkMST is a promising scalable multi-node solution for our application.

Third, we also explore the tree-based summarization approach as a preprocessing step for reducing the size of sequence data. The idea is to maintain a height-balanced multi-way tree in a stream-processing style, which scans the sequence dataset once and absorbs each record into the summarization tree. BIRCH [14] has shown such a tree works for numeric vector data on Euclidean distance space. However, no study has shown that this idea can also work for sequence data in non-Euclidean spaces and generate results comparable to single-linkage clustering for B cell clonality analysis.

We summarize our unique contributions in this important application of scalable hierarchical clustering techniques as follows.

- We have developed the Sequence Condensation Tree
(SCT) structure and algorithms for scanning the dataset once and absorbing sequences into a hierarchical summarization structure. It includes a novel design of node and tree structures and related algorithms, which can recursively summarize similar sequences under each tree branch. We show that this algorithm is highly scalable and resource-efficient (i.e., using only a single machine) if a slight quality loss is acceptable.

- We have experimented with a framework for integrating cluster indexing methods and cluster-level representative sequences with single-linkage clustering. It allows any non-Euclidean indexing method to work as a plugin, such as the VP-Tree [15], [16]. The result shows that this approach can preserve the clustering quality perfectly with good performance gain. If only a single machine is available, it can also be a good choice.

- We have modified and evaluated SparkMST [13] for processing sequence data in parallel. Our experimental result shows that SparkMST scales well to both the size of sequence data and the size of Spark cluster. It’s a good candidate solution for users who can provide a large-scale Spark cluster. However, so far, the Spark-based algorithm is only available for single-linkage, not for other hierarchical clustering methods.

The remaining sections of the paper are organized as follows. In Section 2, we give the basic notations and definitions. Section 3 briefly introduces our AIRR-Seq framework and shows that the sequence clustering analysis is the critical component of the framework. Section 4 describes the detailed strategies for fast and scalable sequence clustering, focusing on optimizing the single-linkage clustering method. Section 5 shows the experimental evaluation results. Finally, Section 6 covers some related work on sequence clustering, and Section 7 concludes our work.

II. NOTATIONS AND DEFINITIONS

A sequence in our study is a string of characters formed from the nucleobases, namely \{A, C, T, G\}. The specific pairs of nucleobases can be bonded chemically, i.e., AT and CG, forming the two complementary strands in DNA. Sequencing techniques utilize this bonding mechanism [5], [6]. Therefore, the sequence length is often called the number of "base pairs". The typical sequence length for immune repertoire analysis is around 100-300, depending on the specific experimental design and study objectives. To unify the notations, we will use lower cases, e.g., \(m\) or \(n\), to denote the sequence length and \(N\) to represent the number of sequences.

The similarity of sequences is defined with a certain measure. We list a few popular choices of similarity measures.

**Edit Distance:** Edit distance, also known as Levenshtein distance, is a standard metric for defining the dissimilarity between two strings by computing the minimum number of operations (insertion, removal, and substitution) required to transform one string to the other. It’s a popular choice for strings of unequal length. However, it’s pretty expensive for long sequences. For two sequences of lengths \(m\) and \(n\), respectively, the overall complexity of edit distance is \(O(mn)\).

**K-mer Based Distance:** K-mer [10] refers to the substring of length \(k\) from the given string. Each sequence can be mapped to a set of core k-mers. The k-mer distance between any two sequences is defined as the number of unique k-mers shared by them. K-mer based distance can be used for approximate distance computation as it is computationally less expensive than other exact distance computations like edit distance and sequence alignment.

**Sequence Alignment Based Distance:** Sequence alignment is the process of arranging the DNA or protein sequences, which can also be used to define the sequence similarity. After an alignment, the sequence distance is defined as the number of mismatches between the two sequences. The popular alignment algorithms, such as Smith-Waterman [17] (with complexity \(O(mn)\), are also expensive for long sequences.

**Hamming Distance:** Hamming distance is measured between two equal-length sequences with complexity \(O(n)\) for the length \(n\). It is defined as the number of positions at which corresponding characters differ. If we focus on small mutations typically seen in immune systems, i.e., base substitutions, Hamming distance can be a valid choice [7], which can significantly reduce the computational costs.

III. AN AIRR-SEQ ANALYSIS FRAMEWORK

We have developed a complete immune repertoire sequencing analysis framework and used it in several applications [2], [18]. Fig. 2 gives the overall structure and different components of the IR-seq analysis framework. It consists of four stages, namely (1) Sequence Reads Processing, (2) Sequence Annotation, (3) Lineage Formation, and (4) Analyses.

The algorithms used in stages (1) and (2) are not very complex, and they scale well with the dataset. Reads processing has some well-known modules, such as read 1 and 2 alignments for paired-end sequencing, barcode removal, consensus building, and sequence truncating, which we skip the details [2]. Typically, the algorithms work on pairs of reads or individual sequences and are simple linear-complexity algorithms (e.g., key-based aggregation for consensus building). Similarly, sequence annotation works on individual sequences. It’s straightforward to scale up the processing with simple parallel processing models like MapReduce [19]. After Lineage Formation, the lineage-level analyses [20] involves only thousands or tens of thousands of lineages, where scalability and speed are not an issue yet².

Among all the components, Lineage Formation uses a clustering algorithm to find groups of similar sequences and then generate the lineage, i.e., the representative sequence for each group. It has become the bottleneck for large sequence datasets (in hundreds of thousands to millions). So far, the most effective algorithm for finding the B cell clones is single-linkage hierarchical clustering that generates the closest

²The scale may increase in the future for possibly different study objectives and depths.
domain-specific clustering structures as shown by Gupta et al. [7]. Yet, its best complexity is $O(N^2)$ [12], which significantly restricts the scale of sequence datasets to be processed. Our goal is to investigate the methods that give (possibly approximate) single-linkage clustering structures with much faster processing time.

IV. STRATEGIES FOR SCALABLE SINGLE-LINKAGE CLUSTERING ANALYSIS OF AIRR-SEQ DATA

Since single-linkage clustering gives the best results for B cell clonality analysis, our strategies for developing a scalable clustering algorithm will focus on this algorithm. However, we can also extend some strategies to general hierarchical clustering methods that biomedical researchers use in other domains. First, we will keep the agglomerative framework and optimize its key steps with indexing structures. The progressively merged subclusters will be organized with a non-Euclidean indexing structure. This indexing structure supports fast nearest neighbor searches. The index-enhanced framework will be compared with a recently developed ESPRIT-tree [21] indexing for 16sRNA Sequence-based microbial community analysis. Second, we focus on the parallel implementation of minimum spanning trees, based on the SparkMST algorithm [13], as single-linkage clustering is equivalent to finding minimum spanning trees. Jin et al. have experimented with the Spark-based implementation for vector data up to two million records. However, there is no current study about its scalability on sequence data. We adopt the Spark MST algorithm and extend it to sequence data. Finally, we examine the idea of tree-based summarization as the preprocessing step and develop the SCT approach for processing the sequence data in one scan, which will be highly scalable even with only a single machine. We can then extract a smaller number of summary nodes for clustering. We will evaluate how close the generated clustering structure is to the ideal result.

In the following, we will give more details of the three strategies and conduct theoretical analyses to determine the potential performance gain.

A. Speeding up Sequence Clustering with Indexing and Cluster Representatives

Consider the general sequence-based agglomerative clustering framework (Algorithm 1). There are two steps: Step 2 and Step 8 involving the nearest neighbor search.

Algorithm 1 Basic Sequence Agglomerative Clustering ($S, t, \delta$)

1: input: sequence set $S$, the distance threshold $t$ for stopping merge, and the distance function $\delta(s_i, s_j)$ for any pair of sequences.
2: consider each sequence $s_i \in S$ as a cluster and find its nearest neighbor $s_i, NN$, which results in a tuple $(s_i, s_i, NN, d_i)$
3: initialize a priority queue $q$ with the tuples $(s_i, s_i, NN, d_i)$, sorted by $d_i$.
4: while the merged cluster has distance $< t$ or the number of clusters $> 2$ do
5: $(s, s, NN, d) \leftarrow q.dequeue$;
6: $s' \leftarrow$ merge $s$ and $s, NN$;
7: update the tuples in $q$, whose nearest neighbor is $s$ or $s, NN$;
8: $s', NN \leftarrow$ find the nearest neighbor of $s'$ that has the distance $d'$;
9: insert $(s', s', NN, d')$ into $q$;
10: end while
11: return the remaining clusters in $q$.

Therefore, we consider using a sequence-based indexing tree to speed up the nearest neighbor search steps. There are two key requirements on the desired indexing structure (1) it works on non-Euclidean metric space, and (2) it can also index clusters of sequences. For the first requirement, we consider adopting existing indexing methods for general metric spaces, such as the Vantage-Point tree (VP tree) [15], [16] and Cover Tree [22]. For the second requirement, we use a representative-sequence method to approximately sketch the boundary of a cluster. Specifically, for single linkage clustering, the distance is defined as the minimum pairwise distance between two sets of representative points from the two compared clusters, respectively. We describe the key algorithm for maintaining the representative sequences when merging two clusters.

Maintaining Representative Sequences in Merging. In the above framework, the indexing algorithm will build an index
on cluster objects, the distances between which have to be defined. The cluster objects start from one sequence and grow after the merging operations. We use representative sequences in each cluster for approximate but faster general cluster-cluster distance computation (not only for single-linkage), which has preserved clustering quality satisfactorily. Traditionally, the cluster distance in hierarchical clustering is defined based on the pairwise distances between pairs of members from the two clusters, e.g., the minimum, average, and complete linkage definitions, which are quite expensive. We try to extract the representative sequences likely around the exterior boundary of the cluster by the following recursive method working with the single-linkage merging steps. Assume we use \( k \) representatives to describe a cluster. (1) If the cluster contains one sequence, the sequence becomes a representative sequence and the center sequence automatically. (2) Assume two clusters \( C_1 \) and \( C_2 \) are merged, the representative sequence sets of which are \( R_1 \) and \( R_2 \), respectively. Let the set sizes be \( |R_1| = n_1 \) and \( |R_2| = n_2 \). If \( n_1 + n_2 > k \), compute the total sum of squared distances, \( \tau_i \), for each candidate sequence \( r_i \) in the union set \( R_1 \cup R_2 \),

\[
\tau_i = \sum_{j \neq i} \text{distance}^2(r_i, r_j)
\]

This total sum of squared distances for \( r_i \) can approximately capture the “virtual” location of the sequence inside the cluster: the ones with the largest sums are around the boundary of the cluster. We will maintain the top \( k \) candidates with the largest total sums as the representative sequences in the merged cluster. Similarly, we also keep track of the center sequence of the cluster that has the smallest total sum among all candidates. The overall update cost is \( O(k^2) \).

The distance between a cluster \( C \) and a sequence \( s \) can be approximately computed, based on the distances between representatives and the sequence. Specifically, for the single-linkage algorithm, it’s \( \min_{r_i \in R(C)} \text{distance}(r_i, s) \). Similarly, the distance between clusters is translated to \( \min_{r_i \in R_1, r_j \in R_2} \text{distance}(r_i, r_j) \) for all representatives \( r_i \) from \( C_1 \) and \( r_j \) from \( C_2 \). After merging a pair of clusters \( C_1 \) and its nearest neighbor \( C_2 \), \( C_1 \) and \( C_2 \) are moved from the index and the merged cluster \( C_{1,2} \) with its updated representatives are inserted back to the index using the cluster-sequence and cluster-cluster distance computation methods.

**Cost Analysis.** Ideally, the initial index building time is about \( O(N \log N) \), and the initial setup of nearest neighbors costs \( O(N \log N) \) distance computations. The steps in the clustering loop involve \( \log N \) nearest neighbor search and \( O(k^2 \log N) \) distance computations to update the index. Thus, with the help of indexing, we can reduce the number of overall expensive distance computations to \( O(k^2 N \log N) \). We will evaluate the costs in Section V with the VP-tree as the indexing structure and compare with another index-enhanced sequence clustering method ESPRIT-tree [21] developed for 16s rRNA sequence analysis.

### B. Parallel Single-Linkage Clustering

The second candidate solution is to scale up the processing with a parallel processing computing cluster, e.g., the Spark [23] based approach. The hope is to develop an algorithm that speeds up reasonably with the increased size of the Spark cluster. There have been several efforts to design parallel or distributed versions of the single-linkage hierarchical clustering algorithm in the past [12]. However, they work on the traditional shared memory systems, not the cheap commodity servers or virtual machines, available in the public clouds for most users. Recently, Jin et al. [13] have developed a parallel minimum spanning tree (MST) with Spark, which can be used to generate equivalent single-linkage hierarchical clustering results.

The MST method can be parallelized in two stages in SparkMST. In the first stage, the whole dataset is randomly partitioned into \( p \) smaller subsets. The complete graph is formed with each small subset, where nodes are the records and edge weights are the distances between the connected records. In total, there are \( p \) complete graphs and \( O(p^2) \) bipartite graphs between the complete graphs. To avoid computing all edge weights, the first stage of SparkMST uses Prim’s algorithm to find the MSTs of the subgraphs. In the second stage, Kruskal’s algorithm works efficiently with only the extracted edges from the MSTs generated in the first stage.

**Cost and Scalability Analysis.** The complexity of the basic Prim’s algorithm is \( O(N^2 \log N) \) for dense graphs (\( E = O(N^2) \)) with the help of priority queue for \( N \) sequences. With \( p \) partitions, both the complete graph and the bipartite graph MST algorithms have the same complexity \( O((N/p)^2 \log(N/p)) \). Assume there are \( w \) parallel workers in the Spark cluster. We will need to schedule \( O((p^2 + p)/w) \) rounds to process the graphs. Thus, the overall parallel running time for the first stage is \( O((p^2 + p)/w(N/p)^2 \log(N/p)) = O(N^2/w \log(N/p)) \), which ideally will linearly scale out with the number of parallel workers, \( w \). The output of Prim’s algorithm will contain \( O(N/p) \) edges for both the complete graph and the bipartite graph cases, respectively. Thus, there are \( O(p^2) \) such edge sets. With Kruskal’s algorithm, we can progressively merge pairs of edge sets in the second stage. There are \( O(p^2) \) merges, each of which costs \( O((N/p) \log(N/p)) \). With \( w \) workers, the second stage costs about \( O(Np/w \log(N/p)) \), clearly less expensive than the first stage. Overall, the algorithm should scale nicely to the number of working nodes \( w \).

We have revised the SparkMST algorithm to work with the sequence data. As the MST algorithm generates the same result of single-linkage clustering, the quality of clustering is fully preserved compared to other methods in our study. The experimental evaluation also shows its good scalability. While the performance gain might be minor with a small number of computing nodes, a larger Spark cluster does help reduce the cost. The only limitation is that it only works as single-linkage

\(^3\text{With Fibonacci heaps, the cost can be further optimized to } O(N^2 + \log N) \)
clustering. To our knowledge, no parallel solutions for general hierarchical clustering yet.

C. Sequence Condensation Tree (SCT) – a fast sequence summarization algorithm

We develop the SCT fast sequence summarization algorithm that scans the dataset only once and sketches the small clusters in the dataset, based on the idea of BIRCH [14] that works only for vector data, however. The SCT tree is a multi-way balanced tree. It grows from a single root node to multiple layers with the inserted sequence. The SCT sequence insertion algorithm quickly routes a new sequence along the right path on the SCT tree to the expected node that absorbs the sequence via a series of node-sequence similarity computations. Thus, the cost of processing one sequence is fast, at the level of \( O(\log N) \).

The algorithm starts with one empty root node. The tree grows incrementally with inserted sequences. When a new sequence comes, it follows the root node down to the leaf by comparing the similarity between the sequence and the node. Each time the child node with the highest similarity (or lowest distance) is selected to move down until it reaches the leaf. The leaf entries are checked to find the similar one (within a threshold \( t \), distance(leaf entry, sequence) < \( t \)) to absorb the sequence. If no leaf entry can absorb, a new entry is created to contain that record. Creating a new entry may cause the node to split when the predefined maximum number of entries for the node is reached. Node split may be propagated level-by-level up to the root to balance the tree, a similar process used by multi-way balanced trees. The core similarity computation is defined between node and sequence. If we treat a node as a cluster, we can use the representative-sequence method defined previously in Section IV-A. While a new sequence is inserted into the leaf node, we use the total sum method to check whether this sequence can be a new representative sequence for that node. Based on the existing representative sequences, we have defined the following methods for node-sequence similarity computation.

- **Center based:** A center record is dynamically maintained with the previously described method. The center-based node-sequence similarity is defined as the distance between the center and the sequence.
- **Average/Min:** Alternatively, we consider using the average or minimum distance among all pairs of representative sequences and the inserted sequence to define the node-sequence distance. Min performs similar to the single-linkage merging criterion.

A simple structure of SCT is illustrated in Figure 3. The SCT has three levels with leaf nodes at Level 0, the root node at Level 2, and intermediate/non-leaf nodes at Level 1. Sequences at leaf nodes are absorbed into a leaf entry according to a predefined threshold \( t \). Typically, in B cell clonality analysis, we don’t need to separate very similar sequences, e.g., those with their similarity higher than 95% of the sequence length merged into one leaf entry.

As a preprocessing and data reduction method, SCT has several unique advantages for clustering sequence data.

- The whole sequence dataset is scanned only once and thus scalable to large sequence sets.
- The cost of processing one sequence is determined by the tree’s height, which is \( O(\log f N) \) for \( N \) sequences, where \( f \) is the number of entries per node. For large \( f \), e.g., \( f=10 \) or 20, the height grows slowly.
- The tree can serve as a preprocessing tool for quickly filtering out singletons and characterizing major groups, e.g., the size, scale (defined by the representative sequences), and the center).
- Thresholds can be applied to select the nodes for fast post-processing, e.g., generating single-linkage hierarchical structures based on the selected nodes.

V. Experiments

The goals of the experimental evaluation include: (1) the scalability of single-machine processing methods: the index-enhanced single-linkage approach, and the impact of SCT data reduction, (2) the clustering quality of the single-machine approximate methods, and (3) the scalability of multi-node Spark-based method: SparkMST.

A. Setup

We have implemented all the discussed algorithms for sequence data. VP-tree is used as the indexing method for the index-enhanced single-linkage approach, denoted as VPT-HC. The VPT-HC can be applied to the SCT reduced datasets, and we name this approach SCT-VPT-HC. We compare this approach with a somewhat close approach ESPRIT-Tree [21] developed for clustering microbial rRNA sequences in analyzing the microbial communities. The ESPRIT-Tree implementation is available as a compiled binary from C++ source code. We implemented all our algorithms with Scala.
The single-machine algorithms are evaluated on a Linux server equipped with Intel(R) Core(TM) i7-4790K CPU @ 4.00GHz and 32GB memory. For parallel processing, we have used a standalone cluster with 11 powerful nodes (1 head node + 10 slave nodes), each of which has 16 cores and 250 GB memory. Thus, we can set up a Spark cluster with up to 160 parallel workers.

B. Quality Measures and Baseline Establishment

Since the recent study [7] has shown that the single-linkage algorithm is the best option for B cell clonality analysis, we have adopted the standard single-linkage results as the baseline for quality evaluation. However, most standard packages (e.g., in R or Python) cannot handle the scale of our sequence data, e.g., requiring the whole distance matrix as the input. We have used our implemented SparkMST algorithm to generate the baseline.

The ground truth clusters are defined based on the minimum spanning tree generated with SparkMST. Systems immunology researchers [7], [18] have adopted the distance-to-nearest-neighbor method for finding the heuristic distance threshold for cutting the hierarchical clustering result. Specifically, in B cell clonality analysis, the histogram of sequences’ distances to their nearest neighbors has shown an approximate bimodal pattern in Figure 4, where the x-axis is the normalized distances, i.e., distances/max_sequence_length, in the range [0, 1] and the y-axis is the number of sequences having the certain distance to their nearest neighbors. The first mode is mapped to the sequences within their clusters, and the second mode implies the outliers (or singletons). The ideal distance cut is located at the valley between the first two modes. Previous studies show the values are around 0.07-0.15 for normalized distances, although different datasets have slightly different values. For simplicity, we have used 0.12 in experiments to establish the baseline clusters. Note that this heuristic is used for B cell clonality analysis only, which may not fit other applications of hierarchical clustering.

With the baseline labeled clusters set up, we use Normalized Mutual Information(NMI) for determining the quality of a given clustering result. Let the ground truth cluster labels be the “true labels” drawn from a random variable $T$, and the clustering algorithm assignments be the “predicted labels” randomly drawn from another random variable $P$. Let $H(T)$ and $H(P)$ be the entropy of the label distributions, respectively, and $I(T; P)$ be the mutual information between the two random variables. NMI($T; P$) is defined as

$$NMI(T; P) = \frac{2I(T; P)}{H(T) + H(P)}$$

C. Datasets

We have evaluated the algorithms with two datasets:

- **Dataset 1**: This dataset is shared by Gupta et al. [7]. It contains 1.1 million sequences of variable length. The dataset is available on the Sequence Read Archive 4 under Bio-Project accession numbers SRX2018085 under PRJNA338795 (study of B cell repertoire in myasthenia gravis). The average length is about 100 base pairs. Large groups of equal-length sequences are used in experiments.
- **Dataset 2**: This dataset is used in studying the B cell clonality of Malaria patients [2]. The blood samples are from one patient at four time-steps: first-year-pre-malaria, first-year-acute-malaria, second-year-pre-malaria, and second-year-acute-malaria. The dataset consists of around 164 thousand sequences with an equal length of 270 base pairs.

D. Result and discussion

**Clustering Quality.** We first show the clustering quality of the single-machine approximation methods based on the NMI measure, using the SparkMST result as the reference. As SparkMST generates the exact result of single-linkage clustering, we don’t need to evaluate the clustering quality and instead focus on its scalability in later discussion. The VP-Tree enhanced single-linkage algorithm (VPT-HC) generates the clustering dendrogram, and then we use the bimodal distance threshold to cut the dendrogram and get the clusters. SCT is used to generate the summary tree with leaf thresholding of $\leq 0.05$ normalized distance for absorbing highly similar sequences and the fanout 10 to achieve a relatively flat tree. For simplicity, we collect only the SCT leaf nodes for single-linkage clustering, which we use VPT-HC. The quality results for all the algorithms are present on Table I for Dataset 1 and on Table II for Dataset 2. “SCT-VPT-HC center/avg/min” represent different node-sequence distance computation methods used by the SCT method. Each table has two columns corresponding to different sequence distance methods for SCT-VPT-HC and VPT-HC, while ESPRIT-Tree uses a k-mer based similarity measure [21].

Both Table I and Table II show that VP-Tree enhanced algorithm (VPT-HC) has the highest NMI score. For Dataset2, the quality of VPT-HC is almost perfect. The ESPRIT-Tree and
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SCT-VPT-HC methods of different settings have similar performance, slightly lower than VPT-HC’s. Another interesting observation from this result is that Hamming distance works equally well as Edit distance, which is consistent with the conclusion of the previous study [7]. Thus, in the following, we will use Hamming distance for scalability experiments.

### Scalability of single-machine algorithms

To evaluate the computational costs of the single-machine algorithms and their scalability, we sampled both datasets to get different sizes ranging from 10 thousand to 60 thousand. Hamming distance is used for clustering. In Figure 5 and 6, the x-axis represents the sequence size in thousands, and the y-axis represents the time cost in seconds. We used SCT-VPT-HC (center) for this evaluation. For the same size of data, Dataset 2 is more expensive due to its longer sequences. The result shows that VPT-HC and ESPRIT-Tree have a similar growth pattern, slightly higher than linear complexity. In comparison, SCT-VPT-HC is much faster because SCT helps significantly reduce the data size by about 62% for Dataset 1 and 51% for Dataset 2. This size reduction is achieved at a low cost. Figure 7 shows that the SCT summarization part occupies a relatively small portion of the overall cost of SCT-VPT-HC. With carefully tuned cutting strategies to get an even smaller number of non-leaf nodes, we think the overall SCT-VPT-HC cost can be further reduced. However, as we have known earlier, the fast speed also comes at the expense of slightly reduced clustering quality.

### Scalability of SparkMST on sequence data

We study the scalability of SparkMST in two settings: how the algorithm scales with the increasing number of sequences for a fixed number of computing nodes and how it scales with the increasing number of computing nodes for the same data size. We use a ten-node cluster setup for the first experiment. Then, we vary the Spark cluster configuration with 2, 4, 6, 8, and 10 nodes in the second experiment. Again, Hamming distance is used in clustering.

Figure 8 shows the costs for processing different sizes of data by comparing SparkMST and SCT-VPT-HC. The previously evaluated SCT-VPT-HC is used for reference. With a 10-node cluster, SparkMST has significantly lower costs and scales much better than SCT-VPT-HC. Next, we study how the algorithm scales with the increasing number of computing nodes while the data size remains unchanged. It allows us to understand whether the algorithm can scale out nicely by adding more computational nodes. We get 160 thousand sequences from each dataset for this study. Figure 9 shows that the algorithm scales out pretty well. The classical “speedup” measure is defined as “the time cost with one node / the time cost with n nodes”. Ideally, for n nodes, the speedup is n. By looking at Figure 10, we can also clearly see the speedup increasing steadily with the increased nodes. From two to six nodes, the speedups are almost ideal. In general, for a larger number of nodes, one can expect that higher extra costs are spent on scheduling and communications, which normally reduce the speedup. The speedup stays at about eight for ten nodes, which is still considered excellent scalability in parallel processing.

### Discussion

Based on the evaluation results, we can conclude that all the three approaches work as expected with different levels of performance gain. First, the index-enhanced methods can effectively reduce the cost of the original single-linkage clustering for the single-machine setting. However, we observed that the current implementations are still quite expensive – processing 60k sequences takes about three hours. We will experiment with other non-Euclidean indexing structures, such as Cover Tree [22], to improve the performance of this method. In comparison, the SCT summarization method can effectively reduce the data size, thus significantly reducing the cost of clustering. However, the clustering quality is also slightly lower than the indexing-enhanced methods on the whole dataset. We will investigate the SCT’s post-processing algorithms to reduce the cost further while maintaining good clustering quality. Second, SparkMST gives exact single-linkage clustering results. It is still expensive for small-scale Spark clusters. For example, Figure 9 shows its costs on the two-node cluster are still around 4000 seconds for Dataset 1 and 8000 seconds for Dataset 2. However, the algorithm scales well for an increasing number of computing nodes. SparkMST on a ten-node cluster runs much faster than SCT-VPT-HC and scales better for large data sizes. Therefore, our recommendation is to use SparkMST if the user has an abundant budget for a large Spark cluster. If only a single server is available, one can use either the SCT method for fast pre-processing but slightly lower clustering quality or index-enhanced single-linkage with more time but a better quality guarantee. However, we think the SCT summarization method may have broader applications for other more sophisticated clustering algorithms such as spectral clustering. Finally, the Spark-based solution is only available for single-linkage, not other hierarchical clustering algorithms. In contrast, the indexing-enhanced method can be easily extended for different types of hierarchical clustering.
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**Table I**

<table>
<thead>
<tr>
<th>Method</th>
<th>Edit Dist.</th>
<th>Hamming Dist.</th>
</tr>
</thead>
<tbody>
<tr>
<td>VPT-HC</td>
<td>0.96 ± 0.04</td>
<td>0.97 ± 0.04</td>
</tr>
<tr>
<td>SCT-VPT-HC (center)</td>
<td>0.93 ± 0.03</td>
<td>0.94 ± 0.03</td>
</tr>
<tr>
<td>SCT-VPT-HC (avg)</td>
<td>0.93 ± 0.04</td>
<td>0.94 ± 0.04</td>
</tr>
<tr>
<td>SCT-VPT-HC (min)</td>
<td>0.92 ± 0.03</td>
<td>0.94 ± 0.02</td>
</tr>
<tr>
<td>ESPRIT-Tree</td>
<td>0.93 ± 0.04</td>
<td>(with k-mer similarity [21])</td>
</tr>
</tbody>
</table>

**Table II**

<table>
<thead>
<tr>
<th>Method</th>
<th>Edit Dist.</th>
<th>Hamming Dist.</th>
</tr>
</thead>
<tbody>
<tr>
<td>VPT-HC</td>
<td>0.995 ± 0.003</td>
<td>0.996 ± 0.002</td>
</tr>
<tr>
<td>SCT-VPT-HC (center)</td>
<td>0.92 ± 0.01</td>
<td>0.95 ± 0.01</td>
</tr>
<tr>
<td>SCT-VPT-HC (avg)</td>
<td>0.93 ± 0.09</td>
<td>0.95 ± 0.01</td>
</tr>
<tr>
<td>SCT-VPT-HC (min)</td>
<td>0.90 ± 0.01</td>
<td>0.93 ± 0.01</td>
</tr>
<tr>
<td>ESPRIT-Tree</td>
<td>0.95 ± 0.00</td>
<td></td>
</tr>
</tbody>
</table>
ocsing. The algorithm has $O(n)$ complexity where $n < N$, $n$ is the number of seed sequences, and $N$ is the total number of sequences. With tight thresholds, $n$ is often very large, e.g., up to thousands, leading to slow processing. The core idea of CD-HIT [10] is similar to CD-HIT [10] and thus has similar complexity. It uses a fast sequence search heuristic to find the closest seed sequence, which helps when $n$ grows large. DNACLUST [11], another similar threshold-based approach, uses edit distance as the similarity measure. This category of methods only works as rough grouping methods to aggregate very similar ones (e.g., with a threshold > 95% of sequence length). With a relaxed threshold, the algorithms do not give ideal clusters, and the clustering result is also highly dependent on the order of processed sequences.

Dendrograms generated from hierarchical clustering have been one of the most intuitive methods for clustering analysis in biomedical research. However, the general hierarchical clustering algorithms optimized with heap still have $O(N^2 \log N)$ complexity, which does not scale well for large sequence datasets. Biomedical researchers have been using the expensive algorithms, enduring long running times, until data size grows to an unacceptable level. Recently, Cai et al. proposed the ESPRIT-Tree [21] method, aiming to address the performance issues with million-level sequence sets. It uses k-mer based distance computation and a leveled tree to organize sequences. Each layer in the tree has a specific layers-based distance threshold: the distances between nodes are all larger than the threshold, while records covered by the node have distances to the node center less than the threshold. The tree is used for the nearest neighbor search for a hierarchical clustering algorithm. It worked well on the microbial RNA sequences. However, our experiment shows that it does not give top-quality clustering results, and its C++ implementation is constantly slower than our Scala-based VPT-HC.

The general agglomerative hierarchical clustering framework does not have good inherent parallelism, as each decision of cluster merging has to depend on previous merging results. HPC-CLUST [25] tried a multi-threading approach to achieve parallelization in the distance calculation step, which does not address the scalability bottleneck in the clustering steps. For the specific type of hierarchical algorithms: the single-linkage algorithm, Olson [12] has shown that the $O(N)$ complexity can be achieved with $O(N)$ nodes under a shared memory PRAM architecture or with a $O(N/\log N)$-node butterfly network. However, such particular architectures are not accessible to most biomedical researchers. Recently, Jin et al. [13] proposed a parallel MST-based graph clustering algorithm, equivalent to single-linkage clustering, that can be
implemented with a Spark cluster on commodity servers. We have investigated its scalability on sequence datasets and found the scaling-out performance is not so satisfactory.

The tree-based summarization methods have been applied in data streaming processing, e.g., the BIRCH method for vector data in Euclidean space [14], [26] and the HE-Tree method for categorical data [27]. However, to our knowledge, no work is reported on sequence data. We design the SCT approach for sequence data and show that it has low processing costs and is highly scalable for large datasets. Downstream analytics tasks, such as clustering, can work with a much smaller set of summary nodes than the original dataset.

VII. CONCLUSION

Recent studies have shown that single-linkage clustering is the best method for B cell clonality analysis. However, the scale of sequence data for B cell clonality analysis is rapidly increasing to a level that the classical single-linkage algorithm cannot comfortably handle anymore. We have studied three strategies to scale up/out the single-linkage clustering algorithm for large sequence datasets: the index-enhanced single linkage, the SparkMST parallel algorithm, and the SCT fast sequence summarization algorithm for reducing data in pre-processing. We have done an extensive experimental evaluation on two real B cell repertoire sequence datasets. The result shows that the index-enhanced single linkage can preserve the clustering quality almost perfectly. The SCT-assisted approach can significantly speed up the clustering process if only a single server is available. The SparkMST can scale well if one can afford a large computing cluster, but does not apply to other hierarchical clustering algorithms that users in other domains may want to try. Our study is an excellent practical example showing how big data techniques can help address real scalability problems in scientific applications and make it possible for scientists to discover new knowledge faster from larger datasets.
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